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ABSTRACT

Projections of Arctic sea ice through the end of the twenty-first century indicate the likelihood of a strong

reduction in ice area and thickness in all seasons, leading to a substantial thermodynamic influence on the

overlying atmosphere. This is likely to have an effect on winds over the Arctic basin because of changes in

atmospheric stability, surface roughness, and/or baroclinicity. Here we identify patterns of wind changes in all

seasons across the Arctic and their likely causal mechanisms, particularly those associated with sea ice loss.

Output from the Community Earth SystemModel Large Ensemble Project (CESM-LE) was analyzed for the

recent past (primarily 1971–2000) and future (2071–2100). Mean near-surface wind speeds over the Arctic

Ocean are projected to increase by late century in all seasons but especially during autumn and winter, when

they strengthen by up to 50% locally. Themost extremewind speeds in the 95th percentile change evenmore,

increasing in frequency by up to 100%. The strengthened winds are closely linked to decreasing surface

roughness and lower-tropospheric stability resulting from the loss of sea ice cover and consequent surface

warming (exceeding 208C warmer in the central Arctic in autumn and winter), as well as local changes in the

storm track. The implications of stronger future winds include increased coastal and navigational hazards.

Our findings suggest that increasing winds, along with reduction of sea ice, rising sea level, and thawing

permafrost, represent another important contributor to the growing problem of Arctic coastal erosion.

1. Introduction

The Arctic’s pronounced sea ice loss has become a

defining feature of Arctic climate change and plays a

leading role in the observed amplified Arctic surface

warming in recent decades (e.g., Serreze et al. 2007;

Comiso et al. 2017; Screen and Simmonds 2010; Stroeve

et al. 2012a). Since 1979, Arctic sea ice extent has de-

clined by more than 40% during summer (e.g., Stroeve

et al. 2012a; Cavalieri and Parkinson 2012; Serreze and

Stroeve 2015; Onarheim et al. 2018), including a greater

composition of younger (Nghiem et al. 2007; Maslanik

et al. 2007, 2011) and thinner (Kwok andRothrock 2009;

Kwok et al. 2009; Lindsay and Schweiger 2015) ice. The

negative trends in sea ice are likely a result of decadal-

scale variability and rising temperatures from increases

in atmospheric greenhouse gases (Notz and Marotzke

2012; Stroeve and Notz 2015). Evaluation of model

output from climate models used in phase 5 of the

Coupled Model Intercomparison Project (CMIP5) pre-

dict that the summer Arctic will become ice free within

a few decades because of the increased greenhouse gas

forcing (e.g., Stroeve et al. 2012b; Wang and Overland

2012; Massonnet et al. 2012).

Sea ice plays a central role in the local climate system

through its influence on surface albedo, heat and mois-

ture fluxes between the atmosphere and ocean, sur-

face friction, and ocean circulation. The effect of sea ice

loss on the atmosphere has now been documented in

numerous studies [see Vihma (2014) and references

therein]. It has been well established through model-

ing experiments and observational evidence that sea

ice loss results in increased turbulent heat flux into the
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atmosphere, leading to increased tropospheric moisture,

precipitation and cloud cover, increased surface temper-

ature, and decreased static stability, especially in autumn

and winter (Deser et al. 2010; Rinke et al. 2006; Serreze

et al. 2009; Francis et al. 2009; Overland and Wang 2010;

Screen and Simmonds 2010; Screen et al. 2013). Follow-

ing this chain of processes, a robust lowering of SLP is

collocated with sea ice and turbulent flux anomalies,

particularly in winter (Screen et al. 2014; Gervais et al.

2016; Cassano et al. 2014), potentially leading to in-

creased baroclinic instability and cyclogenesis (Warshaw

and Rapp 1973; Royer et al. 1990; Jaiser et al. 2012).

Whether a local lowering of SLP translates into more

frequent or intense cyclones is a matter of considerable

debate. Numerous studies have found a significant in-

crease in frequency and intensity of cyclones entering

the Arctic from midlatitudes during the latter half of

the twentieth century (Zhang et al. 2004; Trigo 2006;

Sorteberg and Walsh 2008; Sepp and Jaagus 2011). This

may be associated with a poleward shift in storm tracks

due to a corresponding shift in baroclinic instability

zones (Yin 2005; McDonald 2011). However, many

others have reported a decrease or no change in strength

or frequency of these cyclones (Murray and Simmonds

1995; Sinclair andWatterson 1999; Bengtsson et al. 2006;

Watterson 2006; Day et al. 2018), though results are

subject to the season of analysis and tracking method

used (e.g., Zolina and Gulev 2002; Koyama et al. 2017).

The Aleutian low (AL) in particular is generally projected

to deepen in a warming climate, but there is no consen-

sus on the cause(s). The primary potential mecha-

nisms include the aforementioned lowering of local

SLP due to warming of surface air via enhanced tur-

bulent heat fluxes (Gervais et al. 2016; Gan et al. 2017)

and greenhouse gas forcing (Boer et al. 2000; Salathé
2006). Moreover, McCusker et al. (2017) found that both

combine to amplify the strengthening of the AL while

amplifying the response at upper levels.

The climatology of Arctic winds was reviewed in

Hughes and Cassano (2015), who make the point that

they are integral to the process of heat transfer between

atmosphere and ocean. This process is especially im-

portant at the ice edge where local-scale adjustments in

SLP take place as a result (Seo and Yang 2013), and

Zhang et al. (2018) found stronger winds at the ice edge

resulting from this enhanced baroclinicity in their study

of the Beaufort and Chukchi Seas. In these two rapidly

changing regions, Stegall and Zhang (2012) found a

trend of increasing monthly mean and 95th percentile

July–November wind speeds, likely resulting from re-

treating sea ice and the corresponding shift in the

Aleutian low and Beaufort high in these seasons. There

have also been some increases noted in wind and

associated waves elsewhere across the ice-free Arctic

and high latitudes in recent decades (Young et al. 2012;

Overeem et al. 2011; Spreen et al. 2011; Wang et al.

2015), with increased wave heights due to additional

factors such as a longer open water season and less land-

fast ice (Overeem et al. 2011; Francis et al. 2011; Stopa

et al. 2016; Waseda et al. 2018).

In contrast to the body of research on cyclones and

SLP, relatively few studies have focused on the pro-

jected changes in basinwide Arctic wind speeds, even

though they strongly affect sea ice distribution, naviga-

tion, and coastal erosion. Future projections of Arctic

wind speed and wave heights to the end of the twenty-

first century were performed by Khon et al. (2014) and

Dobrynin et al. (2012), who reported significant in-

creases in autumn that were largest in locations of

greatest ice retreat, where a longer fetch can more than

double the wave-height response. McInnes et al. (2011)

and Aksenov et al. (2017) reported significantly in-

creased winds by the end of the century in parts of the

Arctic, but also did not investigate potential causes. In

contrast, Knippertz et al. (2000) attributed projected

winter wind increases on the Atlantic side of the Arctic

to changes in the boundary layer responding to ice

cover, identifying static stability and surface roughness

changes as primary factors. Seo and Yang (2013) simi-

larly investigated the influence of sea ice concentration

on the Arctic boundary layer and found that reduced ice

coverage reduces atmospheric stability, increasing sur-

face winds. Seasons with the greatest air–sea temperature

contrast generated the strongest change in boundary

layer temperature and stability, and, consequently, wind

speed (Seo and Yang 2013).

Previous work has thus identified increased futurewind

speeds over the Arctic in certain seasons and locations,

but no comprehensive analysis or diagnosis over the en-

tire basin for the whole year has been conducted. The

present study seeks to provide a more comprehensive

analysis of projected future Arctic surface winds by

building on past projections ofArctic change, considering

the range of scenarios within the internal variability of

the climate system as projected by the Community Earth

System Model’s (CESM) high-emissions scenario. We

hypothesize that increased temperature and turbulent

fluxes occur in areas where ice loss is greatest and are

associated with lowered sea level pressure, reduced sur-

face roughness, and decreased static stability, all of which

favor stronger surface winds.

2. Data

Our current study is solely based on outputs from the

CESM Large Ensemble Project (CESM-LE; Kay et al.
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2015). The CESM is a fully coupled global climate

model with atmospheric, oceanic, terrestrial, and sea ice

components (Hurrell et al. 2013). The CESM-LE was

designed to enable an assessment of projected change in

the climate system while incorporating a wide range of

internal climate variability (Kay et al. 2015). It consists

of 40 ensemble members simulating the period 1920–

2100 under historical and external (RCP8.5 emissions

scenario) radiative forcing. Internal variability is as-

sessed using the spread generated by the small, random

round-off level difference (order 10214K) in the initial

air temperature field that is initially applied to each

ensemble member. The model has been widely used

for studies of past, present, and future climate (e.g.,

Gervais et al. 2016; Peings et al. 2017). The CESM’s

present-day climatology is one of the most realistic

among global models in the CMIP5 collection (Knutti

et al. 2013). Its sea ice coverage compares favorably

with satellite observations (Jahn et al. 2016), though there

is substantial spread in the CESM-LE interensemble ice

area (Swart et al. 2015; Jahn et al. 2016) and thickness

(Labe et al. 2018). In fact, Rosenblum and Eisenman

(2017) found that CESM-LE ensemble members that

simulated present day Arctic sea ice most accurately also

exhibited the strongest warm bias, though for our pur-

poses it is the sensitivity of the atmosphere to ice cover

that is most important within the constraints of internal

variability.

Model output was obtained for the periods 1971–2000

and 2071–2100 to facilitate comparison between a

present-day climate and that of the end of the twenty-

first century, though the present trend in sea ice loss has

accelerated since 2000. Variables include sea ice con-

centration, air temperature at the lowest model level,

SLP, turbulent heat fluxes, and wind speed near the

surface (10m) and aloft (Table 1). The lowest atmo-

spheric level in the model’s hybrid-sigma vertical co-

ordinate system has a pressure 0.9925 as large as the

surface pressure at a grid point. This level is around 60m

above the surface, based on the hypsometric equation

for typical Arctic temperatures. Because of the re-

stricted availability of 6-hourly data in the CESM-LE as

well as its instantaneous resolution, all wind data at

levels other than 10m are limited to the periods 1991–

2000 and 2071–80. We choose surface wind speed (at

10m) as our primary analysis metric because it has more

societal relevance to Arctic climate change and has a

more straightforward interpretation than winds at the

0.9925 hybrid-sigma level.

Statistical significance for analysis of change between

the two time periods is calculated using the intra-

ensemble standard deviation for a given variable at each

grid cell, with significance indicated when the change

exceeds 1 standard deviation. This method has been

employed for the CESM-LE previously (Vavrus et al.

2017) and has the advantage of incorporating the in-

traensemble spread into analysis without making the

assumptions of hypothesis testing, such as independence

and normality.

3. Results

a. Arctic near-surface changes

The change in ensemble mean ice concentration is the

most significant surface change across the Arctic from

the late twentieth to late twenty-first century. Much of

the central ArcticOcean losesmost or all of its ice in JJA

and SON, while these losses shift to the lower-latitude

peripheral seas in DJF and MAM (Figs. 1a–d). Large

increases in lower-atmospheric air temperature are

projected nearly everywhere, but are generally larger

where ice losses are greatest (Figs. 1e–h), though this

does not always follow across the central Arctic. The

greatest temperature increases occur in SON and DJF

by a wide margin, with an increase of over 158C over the

central Arctic Ocean and over 208C primarily in the

Chukchi and Beaufort Seas.

TABLE 1. Description of the variables and time periods used in this study. Levels of the model atmosphere are counted from the

bottom up.

Variable Height Frequency Time periods

Sea ice concentration Surface Monthly mean 1971–2000, 2071–2100

Air temperature Lowest level Monthly mean 1971–2000, 2071–2100

Sea level pressure Surface Monthly mean 1971–2000, 2071–2100

Turbulent heat fluxes Surface Monthly mean 1971–2000, 2071–2100

Surface wind speed 10m Monthly mean 1971–2000, 2071–2100

Wind speed aloft Fourth level Monthly mean 1971–2000, 2071–2100

Wind speed aloft Seventh level Monthly mean 1971–2000, 2071–2100

Zonal wind speed Lowest level 6 h instantaneous 1991–2000, 2071–80

Meridional wind speed Lowest level 6 h instantaneous 1991–2000, 2071–80
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Decreases in low-level atmospheric stability (Fig. 2)

are primarily a function of temperature increases at the

surface that destabilize the lower atmosphere. Static

stability is calculated as follows:

s52

�
T

u

��
›u

›p

�
, (1)

where s is the static stability between the lowermost

model levels, while T is the temperature and u is the

potential temperature at these model levels.

As with other variables, stability changes are most

pronounced in SON andDJFwhen stability significantly

decreases across much of the Arctic Ocean but exhibits

little change equatorward or over land. The greatest de-

creases in stability correspond to regions of the greatest

increase in surface air temperature (Figs. 1f,g) and de-

crease in ice concentration (Fig. 1b). During summer,

however, there is a slight increase in stability across the

entire Arctic Ocean.

Likewise, changes in turbulent heat flux (latent and

sensible fluxes, positive change indicating increased

upward flux; Fig. 3) serve as an intermediary between

sea ice loss and decreased atmospheric stability, pri-

marily by warming the lower atmosphere. Patterns of

increased turbulent fluxes most closely follow those of

sea ice and temperature particularly inDJF.With a local

increase of over 100Wm22 coming from the surface

where sea ice loss is greatest, this represents a significant

addition of energy to the lower atmosphere. These tur-

bulent flux increases in DJF clearly occur as a result of

the change in ice concentration and are concurrent with

the resulting increase in surface temperature. Less sig-

nificant increases in turbulent fluxes in the spring and

even decreases in the summer (Fig. 3) likely occur be-

cause the surface temperature tends to remain around

the melting point even in the future, whereas the over-

lying air can more easily rise above this temperature.

b. Arctic near-surface wind speed changes

The strongest simulated winds over the high latitudes

during the recent past occur climatologically over the

North Pacific and North Atlantic in all seasons, but

particularly in DJF when they exceed amean of 10ms21

(Figs. 4a–d). The weakest winds occur over the central

Arctic Ocean in every season and are most prevalent

where sea ice exists. The CESM-LE historical run

compares favorably with climatological 1000-hPa wind

speed from the NCEP–NCAR reanalysis (Kalnay et al.

1996; Figs. 4e–h).

The mean wind speed is projected to increase in all

seasons by the end of the twenty-first century (Fig. 5),

particularly where sea ice loss is greatest—over the

central Arctic Ocean in autumn and the peripheral seas

in winter (Figs. 1b,c). Using the intraensemble standard

deviation of wind speed change to gauge internal vari-

ability, nearly all increases over the Arctic Ocean are

FIG. 1. Projected seasonal 1971–2000 to 2071–2100 change in the CESM-LE mean sea ice fraction for (a) JJA, (b) SON, (c) DJF, and

(d) MAM; and air temperature (8C) at the lowest model level for (e) JJA, (f) SON, (g) DJF, and (h) MAM. Stippling indicates grid cells

where the magnitude of change does not exceed the intraensemble standard deviation.
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significant with the exception of MAM (Fig. 5). These

projected increases exceed 2m s21 (Fig. 5), or 50%,

in the central Arctic Ocean in SON and the peripheral

seas in DJF, closely matching the areas of sea ice loss

(Figs. 1a–d) and also those of maximum increases in

temperature (Fig. 1e–h). Otherwise, wind increases rel-

atively uniformly across the central Arctic Ocean in

SON. The primary areas of increase in DJF are centered

over the Beaufort and Chukchi Seas into the Bering

Strait, as well as the Barents–Kara Sea, Sea of Okhotsk,

Greenland Sea–Denmark Strait, and Hudson Bay. In-

creases are weaker in MAM but occur in most of the

same regions as in DJF. Finally, widespread but weak

increases in wind speed of under 1m s21 occur in JJA

across the central Arctic Ocean, with decreases equator-

ward of similar magnitude. Overall, projected increases

in wind speed are several times greater than those ob-

served in the trend of the historical run of theCESM-LE,

particularly in autumn and winter (1920–2005; Fig. S1

in the online supplemental material vs Fig. 5). These

increases in the historical run are not significant (not

shown), especially in SON and DJF, but they are wide-

spread, particularly in maritime regions in JJA and DJF,

where the linear trend in 10-m wind speed exceeds

0.5ms21 over the 86-yr period.

Because of the apparent inverse relationship in the

fall and winter season between changes in ice concen-

tration and wind speed, we next test the nature of this

relationship more closely with scatterplots using all

ensemble members rather than the ensemble mean

(Fig. 6). Surface wind speed increases linearly with de-

creasing ice concentration in all seasons except summer,

FIG. 2. As in Fig. 1, but for static stability between the two lowermost model levels (K Pa21).
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with very high Pearson correlation coefficients of r 5
0.97 and r5 0.86 in SON andDJF, respectively (Figs. 6b,c).

These correlation coefficients are especially impressive

when considering that all grid cells over water, even those

with no change in ice cover, are included. The slope of

the relationship varies by season, with the greatest slope

in DJF and smallest in JJA, when changes in turbulent

heat fluxes are small and atmospheric stability generally

increases (Figs. 2 and 3).

A very likely reason why winds tend to strengthen

where sea ice diminishes is that the surface roughness

of sea ice is usually higher than that of open water

(Wadhams 2000). Surface roughness is not outputted in

the CESM-LE, but the model’s air–surface drag co-

efficient of ocean grid cells under neutral stability con-

ditions (CN) is much larger for sea ice than open water

(nearly 3 times greater at a typical 5m s21 wind speed).

Consequently, the formulated 10-m wind speed (Large

and Pond 1982; Neale et al. 2012) suggests increases

where the ocean transitions from sea ice to open water,

U
10
5U

A

"
11

ffiffiffiffiffiffi
C

N

p
k

ln

�
Z

A

10
2c

�#21

, (2)

whereU10 is the interpolated wind speed at 10m derived

from a given wind speedUA at a heightZA,CN is the air–

surface drag coefficient at 10m under neutral stability,

k is the vonKármán constant, andc is the integrated flux

profile for momentum that is a function of atmospheric

stability.

There is also a relatively tight coupling between

changes in wind speed and temperature (Fig. 7a), though

this is not likely a causal relationship but one arising

FIG. 3. As in Fig. 1, but for turbulent heat flux (Wm22). Positive change indicates increased upward flux.
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from both responding to the ice cover (Fig. 6a). This

relationship is also approximately linear, with the

greatest increases in both occurring in DJF (Fig. 7a,

blue) and SON (Fig. 7a, black) and can also be inferred

from Fig. 1 and Fig. 5. Interestingly, while there are

almost no projected decreases in surface temperature,

weak temperature increases correspond to a decrease

in wind speed of 1–2m s21 on average. These points

correspond primarily to grid cells in the North Atlantic

where wind speeds decrease slightly (Fig. 5c) and sta-

bility remains the same or even increases (Fig. 2c).

Because there is generally no sea ice to be lost in these

regions, there is no decreased surface roughness and

no resulting decreased stability to generate increased

mean winds.

Sea ice loss also decreases static stability via increased

surface warming, which further promotes stronger

winds [Eq. (2)]. The relationship between all three of

these variables (ice concentration, temperature, wind

speed) and static stability appears to be nonlinear. With

small changes in air temperature (Fig. 7b), wind speed

(Fig. 7c), and ice concentration (Fig. 7d), there is a min-

imal decrease or even an increase in static stability. This

is consistent across all seasons, with the notable excep-

tion of DJF static stability in relation to sea ice loss.

Therefore, a substantial drop in static stability is associ-

ated with the largest loss of sea ice as well as the greatest

increase in temperature and wind speed.

The change in wind speed in the lowermost model

level demonstrates that the strongest projected increases

in wind speed are largely confined to the near surface

(Fig. S2). Although the sign of the wind speed changes is

nearly the same between the two levels, there is a rela-

tively large difference in magnitude between the lower-

most model level and 10-m increases. The patterns of

increase are similar, but they are approximately 3 times

greater at 10m in those areas with a distinct increase in

wind, such as the Beaufort and Chukchi Seas.

The mean winds near the surface (Fig. 5) and within

the boundary layer (Fig. S2) are clearly projected to

increase across much of the Arctic, but whether this is

due to a uniform shift in the mean or a disproportionate

increase in strong winds is unknown in an analysis of

only the mean change. To answer this question, histo-

grams of low-level wind speed change were calculated

only for ocean grid cells where the mean wind speed

increases (significance was not tested), allowing these

projected increases to be parsed into bins to determine

the relative contribution of each part of the wind speed

distribution. Because the climatological wind speed

varies considerably over this domain, separate histo-

grams were calculated for each grid cell and the change

in each bin averaged to yield a relative change in each

5-percentile bin size, regardless of the corresponding

wind speed.

The histograms demonstrate that much of the large

increases in winter and autumnmean winds results from

increases in the strongest winds, particularly the 95th

percentile, which increases by 30% in frequency during

winter and more than 50% in autumn (Fig. 8). Because

FIG. 4. The 1971–2000 CESM-LE seasonal mean 10-m wind speed for (a) JJA, (b) SON, (c) DJF, and (d) MAM (m s21); and 1971–2000

NCEP–NCAR reanalysis seasonal mean 1000-hPa wind speed for (e) JJA, (f) SON, (g) DJF, and (h) MAM.
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the changes over all bins sum to zero, winds of in-

termediate strength are not necessarily occurring less

often but are less frequent relative to bins with a pos-

itive change in frequency. This result is consistent

with a relatively uniform shift in the distribution to a

higher mean, but weighted toward the highest 6-hourly

wind speed values. Indeed, the skewness of the distri-

bution increases in all seasons across the Arctic Ocean

(Fig. S3), indicating that the amplified strengthening

of the most extreme winds is not just an artifact of a

rightward shift in the distribution caused by an increase

in the mean. To investigate the role of stability in these

projected wind speed changes, the 1991–2000 mean

low-level atmospheric stability is overlaid over each

season’s histogram in Fig. 8 to represent the typical

twentieth-century stability as a function of wind speed.

Consistent with Eq. (2), we find that the strongest

winds coincide with sharply reduced stability. There-

fore, the future increase in both mean and extreme

wind speeds is explained in part by the overall de-

cline in stability (Fig. 2), which is especially pronounced

during autumn and winter when winds strengthen

the most.

Because the increases in the 95th percentile of winds

are consistently the largest in every season, we plot these

increases spatially. The spatial pattern of change is very

similar to that of the mean low-level winds (Fig. S2) but

of a much greater magnitude (Fig. 9). There is nearly a

doubling in frequency of the strongest winds across the

Arctic basin in all seasons, greatest in the Beaufort and

the Chukchi Seas, though these are not significant in the

Barents Sea where stability and sea ice changes are

FIG. 5. As in Fig. 1, but for 10-m wind change (m s21).
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significantly less. This is in slight contrast with the 10-m

monthly wind increases (Fig. 5), which show more lo-

calized maxima and increases of greatest magnitude in

SON and DJF. Together, this is consistent with a dis-

proportionate increase in the right tail of the wind speed

distribution at the lowest level, which differs somewhat

in its spatial manifestation with winds at 10m (Fig. 9 and

Fig. S2 vs Fig. 5).

c. Arctic SLP and geostrophic winds

The CESM-LE ensemble mean projects a lowering of

the mean SLP across much of the Arctic, especially in

autumn and winter in this century (Fig. 10), consistent

with previous modeling results (Jaiser et al. 2012; Screen

et al. 2013; Cassano et al. 2014). A notable exception is

in the mostly ice-free North Atlantic and Greenland–

Iceland andGreenland–Iceland–Norwegian (GIN) seas.

Otherwise, widespread decreases, up to 4hPa, occur

most notably in SON and DJF in the central Arctic and

approximately 7 hPa decrease near the Bering Strait in

DJF (Fig. 10c). This lowering of SLP is relatively lo-

calized and closely collocated with regions of greatest

sea ice loss, including Hudson Bay and the Bering Strait

region in DJF and basin wide in SON (Fig. 1), as in

Gervais et al. (2016). Intraensemble variability in pro-

jected SLP is relatively high, as significant drops in SLP

are mostly confined to the high Arctic in SON and the

Bering, Beaufort, and Chukchi Seas and Sea of Okhotsk

in DJF.

The change in geostrophic wind speed, computed

offline using the model-outputted monthly SLP fields

(Fig. 11), shows where near-surface winds are projected

to increase and decrease only because of the change in

SLP. Most notably, the large decrease in SLP in the

Beaufort and Chukchi Seas in DJF results in a mean

geostrophic wind speed increase of more than 1ms21 in

the winter, though the corresponding decrease in Bering

Sea implies a northward shift of the Aleutian low.

Elsewhere, geostrophic wind changes are mixed and

vary by season, and are largely not significant. There is a

notable dipole pattern in the Barents–Kara Seas during

DJF, similar to that found in the North Pacific. Increases

in geostrophic winds also occur acrossmuch ofKara Sea,

but there are decreases just to the south over Barents

FIG. 6. Scatterplots of changes in 10-m wind vs ice fraction for individual ensemble members for (a) JJA, (b) SON,

(c) DJF, and (d) MAM. Only grid cells north of 508N over water are used.
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Sea. This also suggests a likely shift in storm track in

this region.

d. Wind speed above the surface

An important question to still resolve is how high

these seasonal increases in surface wind extend into

the atmosphere. Geopotential heights at 500 hPa in the

Arctic are projected to increase in response to the

warming and expanding atmospheric column (Semmler

et al. 2016; Vavrus et al. 2017). Therefore, changes near

the surface may not extend to the free atmosphere or

even deep into the boundary layer.

Indeed, the change in mean wind speed near 850 hPa

(Fig. 12) exhibits mixed signals with patterns that are

mostly dissimilar to the surface and near-surface vari-

ables analyzed, indicating that much of the change re-

sulting in stronger near-surface winds is confined to the

boundary layer. In particular, the widespread increases

in winds at the lowest level over theArctic Ocean inDJF

and SON (Fig. S2) generally reverse sign at the seventh-

lowest model level near 850hPa. They are weaker and not

significant by our metric at individual grid cells, but the

decreases are marginally significant when area averaged

north of 708N. There is no apparent pattern to the changes

ofmixed sign above 508N, with some broad increases of up

to 1ms21 over parts of theArcticOcean inMAMand JJA

and decreases of under 1ms21 in DJF and SON (Fig. S2).

At an intermediate level between 850 hPa and the

lowest model level, the change in wind (Fig. S4) more

closely follows that at the lowest model level (Fig. S2).

While many of the changes above this height are not

significant based on the intraensemble spread, the broad

coherent patterns inmostmonths suggest that there is some

physical mechanism accounting for projected changes

above the surface. Further, the area-averaged change in

wind speed above 758N near 850hPa is consistently nega-

tive in all seasons and marginally significant (not shown),

indicating that there is some coherent tendency for a

weakening of winds above the boundary layer over the

Arctic Ocean where surface wind increases are robust.

FIG. 7. Scatterplots for all seasons of changes in (a) 10-m wind vs lower-atmospheric temperature, (b) static

stability vs lower-atmospheric temperature, (c) 10-m wind vs static stability, and (d) ice fraction vs static stability.

Only grid cells north of 508N over water are used. Only 10% of the grid cells were randomly selected for plotting to

reduce visual clutter.
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4. Discussion and conclusions

Surface winds are projected to increase in all sea-

sons over the Arctic Ocean, including local strength-

ening of more than 2m s21 (up to 50%) in SON and

DJF. The greatest increases in surface wind occur in

the same areas where the strongest warming and the

most complete loss of sea ice are found, whereas in the

lowest model level the increases occur more uniformly

in a broad area across the Arctic Ocean. A large con-

tributor to the increase in the mean wind speed is a

greater frequency in the strongest winds, particularly

within the 95th percentile (up to a doubling at the

lowest level).

Increased surface winds are likely due to a combina-

tion of three factors.

Factor 1: Decreased atmospheric stability and increased

turbulent mixing of stronger winds from above the

surface. This mechanism operates primarily during

autumn and winter, when stability reductions are

largest, and secondarily during spring. During sum-

mer, however, atmospheric stability increases over

the Arctic Ocean.

In this case, the stronger surface winds are linked to

decreased atmospheric stability, which follows from

increased temperature and turbulent fluxes. The

robust decreases in stability (Fig. 2) imply increased

mixing of stronger winds above the surface. This

mechanism was identified as early as Obukhov (1971)

and invoked by Seo and Yang (2013) and Desai et al.

(2009), the latter of which found that surface warming

and increased near-surface wind speeds over Lake

Superior have been observed and are consistent with a

destabilized boundary layer arising from a weakened

vertical temperature gradient. In our study, this appears

to be a nonlinear relationship from the Fig. 7 scatter-

plots as well as the overlaid change in atmospheric

stability for each wind speed bin (Fig. 8), suggesting

also that the reduction in stability is responsible for the

increase in strongest winds. Atmospheric stability in-

creases over the Arctic Ocean during summer because

FIG. 8. Projected seasonal 1991–2000 to 2071–80 change in 6-hourly wind speed at the lowest model level for

(a) JJA, (b) SON, (c) DJF, and (d) MAM expressed as percentage change in frequency of occurrence of each wind

speed bin. Separate histograms were calculated for each grid cell and averaged, and only ocean grid cells where the

mean wind speed increases were used. Overlaid is the 1991–2000mean atmospheric stability corresponding to each

wind bin (note the varying right axis).
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the surface is constrained near zero with ice coverage,

and in the future the open ocean has a high heat ca-

pacity and thus warms slowly compared with air above.

This may help explain why the summer relationships

among variables appear to be slightly different from

other seasons (Fig. 7).

The efficiency of momentum transfer is a strong

function of the stability of the layer, so a climatic

shift from strong Arctic inversion conditions to a

more neutral boundary layer leads to higher wind

speeds near the surface. Furthermore, the dispro-

portionate increase in strong winds at the lowest

level is associated with the lowest or most-negative

values of atmospheric stability. Above the boundary

layer, there is evidence of decreased mean wind speeds

(Fig. 12) as well as weak increases in upward motion

(not shown), and this downward transfer of momen-

tum from the free atmosphere is likely responsible

for part of the increased surface wind speeds across

the central Arctic, in particular during SON and

DJF when atmospheric stability decreases the most

(Fig. 2). The weak response of projected winds well

above the surface in the troposphere supports a

surface-based forcing, consistent with Screen et al.

(2013), who noted a lack of ice-driven temperature

response above 850 hPa in modeling experiments,

and Seo and Yang (2013), who found the Arctic-

averaged wind response to sea ice forcing confined to

the lower 500m. Our interpretation also agrees with

Knippertz et al. (2000), who attributed strengthened

surface winds over Hudson Bay in a greenhouse

warming simulation to enhanced turbulent transport

FIG. 9. Projected seasonal 1991–2000 to 2071–80 change (%) in the CESM-LE wind speed at the lowest level for

(a) JJA, (b) SON, (c) DJF, and (d) MAM; percentiles calculated at each grid cell.
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of momentum from the free atmosphere, similar to

Seo and Yang (2013).

Factor 2: Increased geostrophic wind speed due pri-

marily to a poleward shift of storm tracks, as well as

to a deepenedAleutian low.Thismechanismappears

to be important regionally during winter.

This factor involves a lowering of SLP as we find

in many parts of the Arctic that could represent a

general lowering of the background SLP, a change

in cyclone frequency and intensity, a shift in the storm

tracks or semipermanent dynamic features, or a com-

bination of these. Based on analysis of changes in the

geostrophic winds, there is generally not a significant

change in the pressure gradient over the Arctic

Ocean, but there is evidence that the two major

high-latitude storm tracks will shift northward (Yin

2005; Day et al. 2018). The widespread decreases in

DJF geostrophic wind speed in the Bering Sea mir-

rored by increases north of the Bering Strait (Fig. 11)

are a good indication that the AL is projected to shift

northward and possibly deepen, while a similar pat-

tern occurs in the Barents and Kara Seas, suggesting a

shift in the North Atlantic winter storm track as well.

However, the strong drop in SLP from the Bering

Strait northward suggests that there are other factors

at play in addition to a shifting storm track, likely a re-

sponse to decreased sea ice coverage.Another change to

consider is that in the Arctic frontal zone, which would

influence future cyclone activity during summer (e.g.,

Crawford and Serreze 2017; Day and Hodges 2018).

However, there are large intermodel differences in its

response, and it would therefore be difficult to separate

this signal from others using our monthly means.

FIG. 10. As in Fig. 1, but for sea level pressure (hPa).
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Widespread increases in geostrophic winds are not

apparent across the Arctic, indicating that increased

mean surface winds cannot be attributed to a material

change in pressure gradient and that lower SLP alone

does not generate increasedwinds. In addition, we find

that the areas of greatest drop in SLP correspond to

regions with the greatest projected loss of sea ice. This

is in agreement with several other studies that have

examined the direct effect of a declining ice cover on

SLP, generally via a thermodynamically induced low-

ering of surface pressure particularly in winter (Screen

et al. 2014; Cassano et al. 2014; Seo and Yang 2013;

Gervais et al. 2016; Gan et al. 2017). We find a drop

in mean SLP of up to 7hPa near the Bering Strait,

consistent with a drop of 5.5hPa in the same area

reported byGan et al. (2017) underRCP8.5 for similar

time periods. Locally enhanced surface winds due to

thermodynamically induced geostrophic adjustment

at the ice margin, as modeled in Seo and Yang (2013),

could be a part of these increases, but this mechanism

may not be captured accurately at the CESM’s spatial

resolution. The CESMmight also not have the vertical

structure to resolve this mechanism, whichmay largely

lie below the 976-hPa hybrid-sigma level. Higher up in

the mid- and upper troposphere, we find only a weak

pattern or no pattern of coherent change in wind speed

(Fig. 12 and Fig. S4). While a warming climate would

induce substantial increases in geopotential heights that

should materially affect upper-level wind patterns, this

may be confounded by internal variations in the circu-

lation. Our analysis is not designed to assess the evolution

of low-frequencymodes of variability such as that of the

Arctic Oscillation, which are likely to be impacted by

sea ice loss but via separate pathways.

FIG. 11. As in Fig. 1, but for geostrophic wind speed (m s21).
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Factor 3: Decreased surface roughness resulting from

the transition of the surface from sea ice to open

ocean.Thismechanism operates in all seasons and is

consistent with the negative correlation between ice

concentration and wind speed.

The most widely applicable explanation for the

strengthened Arctic Ocean surface winds is the pre-

sumed reduction in surface roughness caused by a

transition from sea ice to open ocean. This process,

factor 3, can account for the stronger winds in every

season, the greatest localized wind increases where ice

loss maximizes, and the highest inverse correlations

between changing sea ice concentration and wind speed

throughout the domain during autumn and winter.

Although limitations in model output prevent us from

precisely quantifying the importance of this mechanism,

our interpretation is supported by the much higher

surface–atmosphere drag coefficient for sea ice than

open water under neutral stability conditions. This fea-

ture is present both in the CESM and in observations,

but measurements demonstrate a wide range of drag

coefficients according to the age and smoothness of ice

floes (Overland 1985; Smith 1988; Guest and Davidson

1991; Andreas et al. 1993; Wadhams 2000). A similar

conclusion about the importance of surface roughness

was reached by Knippertz et al. (2000), who estimated

that the smoother surface due to the transition from sea

ice to open water in the Greenland Sea could explain

about one-third of the overlying surface wind speed

increase in a transient greenhouse-forcing simulation.

In summary, our findings of increased Arctic surface

winds in the future are consistent with other studies and

FIG. 12. As in Fig. 9, but for wind near 850 hPa (m s21).
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in the investigation of all seasons and underlying physical

mechanisms. In particular, the increasing frequency of the

strongest winds is corroborated by Dobrynin et al. (2012),

who found this to be the case in CMIP5 with up to a 10%

increase in SON wind speeds comparing 2010–2100 to a

historical period. Their analysis extended to wave heights,

which showed a proportional increase across the ice-free

Arctic for the twenty-first century. Stegall and Zhang

(2012) found that increases in the 95th percentile in addi-

tion to that of the mean wind speeds are already occurring

north ofAlaska, likely because of the increased openwater

season in the late summer and fall. Aksenov et al. (2017)

projected significant increases inwinds andwave heights in

DJF across much of the Arctic Ocean with the same local

maxima over parts of theChukchi andBeaufort Seas as we

do. Though we do not analyze wave heights, the robust

increases in mean wind speed and especially the strongest

winds do suggest a commensurate increase in wave heights.

In fact, the assumed quadratic dependency of significant

wave height on wind speed (Aksenov et al. 2017) implies

an especially amplified wave response to the enhanced

strengthening of extreme winds, as further supported by

recent observational trends (Waseda et al. 2018).

The rapidly warming Arctic generates a multitude

of coupled physical and environmental responses. In-

creased winds and strong wind events contribute to the

evolving Arctic environment via increased wave heights,

coastal erosion, and further breakup of vulnerable sea ice.

In addition, wave heights and freezing spray, for example,

are an important consideration in an increasingly navi-

gable Arctic that is becoming more economically attrac-

tive to commercial shipping (Melia et al. 2016). The

growing problem of Arctic coastal erosion (Overeem

et al. 2011) is known to be exacerbated by thawing per-

mafrost, rising sea level, and the loss of a buffering ice

pack (Barnhart et al. 2014), and our study suggests that

strengthening winds will be yet another factor. Even the

smaller simulated wind increases during summer could

still be important by coinciding with the emergence of a

warmer and mostly ice-free Arctic Ocean in that season.

Physically, we provide new evidence to the body of lit-

erature of the cascading set of atmospheric responses

that is amplified with the transition from ice cover to

open ocean. Under the current emissions trajectory,

these should become more evident as this transition

continues.
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